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5Identification of Dynamic Data

 Usually, datasets have to be static
 Fixed set of data, no changes:

no corrections to errors, no new data being added
 But: (research) data is dynamic
 Adding new data, correcting errors, enhancing data quality, …
 Changes sometimes highly dynamic, at irregular intervals

 Current approaches
 Identifying entire data stream, without any versioning
 Using “accessed at” date
 “Artificial” versioning by identifying batches of data (e.g. 

annual), aggregating changes into releases (time-delayed!)
 Would like to identify precisely the data 

as it existed at a specific point in time



6Granularity of Subsets

 What about the granularity of data to be identified?
 Enormous amounts of CSV data 
 Researchers use specific subsets of data
 Need to identify precisely the subset used

 Current approaches
 Storing a copy of subset as used in study -> scalability
 Citing entire dataset, providing textual description of subset

-> imprecise (ambiguity)
 Storing list of record identifiers in subset -> scalability, 

not for arbitrary subsets (e.g. when not entire record selected)
 Would like to be able to identify precisely the 

subset of (dynamic) data used in a process
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 Research Data Alliance
 WG on Data Citation:

Making Dynamic Data Citeable
 March 2014 – September 2015
 Concentrating on the problems of 

large, dynamic (changing) datasets
 Final version presented Sep 2015

at P7 in Paris, France
 Endorsed September 2016

at P8 in Denver, CO

https://www.rd-alliance.org/groups/data-citation-wg.html

RDA WG Data Citation

https://www.rd-alliance.org/groups/data-citation-wg.html
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10RDA WGDC - Solution

 We have
‒ Data & some means of access („query“)

 Make data: time-stamped and versioned
 Prepare some way of storing the queries

 Data Citation: 
‒ Store query with timestamp
‒ Assign the PID to the timestamped query

(which, dynamically, leads to the data)
 Access: 

Re-execute query on versioned data according to timestamp
 Dynamic Data Citation: 

Dynamic data & dynamic citation of data



11Data Citation – Deployment

 Researcher uses workbench to identify subset of data
 Upon executing selection („download“) user gets

− Data (package, access API, …)
− PID (e.g. DOI)  (Query is time-stamped and stored)
− Hash value computed over the data for local storage
− Recommended citation text (e.g. BibTeX)

 PID resolves to landing page
− Provides detailed metadata, link to parent data set, subset,…
− Option to retrieve original data OR current version OR changes

 Upon activating PID associated with a data citation
− Query is re-executed against time-stamped and versioned DB
− Results as above are returned

 Query store aggregates data usage
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 Researcher uses workbench to identify subset of data
 Upon executing selection („download“) user gets

− Data (package, access API, …)
− PID (e.g. DOI)  (Query is time-stamped and stored)
− Hash value computed over the data for local storage
− Recommended citation text (e.g. BibTeX)

 PID resolves to landing page
− Provides detailed metadata, link to parent data set, subset,…
− Option to retrieve original data OR current version OR changes

 Upon activating PID associated with a data citation
− Query is re-executed against time-stamped and versioned DB
− Results as above are returned

 Query store aggregates data usage

Note: query string provides excellent
provenance information on the data set!

This is an important advantage over
traditional approaches relying on, e.g. 
storing a list of identifiers/DB dump!!!

Identify which parts of the data are used.
If data changes, identify which queries
(studies) are affected



15Data Citation – Output

 14 Recommendations
grouped into 4 phases:
- Preparing data and query store
- Persistently identifying specific data sets
- Resolving PIDs
- Upon modifications to the data 

infrastructure
 2-page flyer

https://rd-alliance.org/recommendations-working-
group-data-citation-revision-oct-20-2015.html

 More detailed report: IEEE TCDL 2016
http://www.ieee-tcdl.org/Bulletin/v12n1/papers/IEEE-
TCDL-DC-2016_paper_1.pdf

https://rd-alliance.org/recommendations-working-group-data-citation-revision-oct-20-2015.html
http://www.ieee-tcdl.org/Bulletin/current/papers/IEEE-TCDL-DC-2016_paper_1.pdf
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17Standardization

 RDA applied for WGDC recommendations to become 
ICT Technical Specification

 Application to be considered by MSP (European Multi 
Stakeholder Platform) on 7 March

 Hillary Hanahoe presents to MSP on 23 March
 Evaluation group to investigate the Market Acceptance 

(basically the adoption & implementation) in April
 Evaluation group will make a recommendation to the MSP 

in June and the MSP will vote
 If favourable, the recommendation will be officially 

recognised as ICT Tech Specifications



18Adoption
 Series of Webinars: Adoption reports

https://www.rd-alliance.org/group/data-citation-
wg/webconference/webconference-data-citation-wg.html

 Adoption of the RDA Data Citation of Evolving Data 
Recommendation to Electronic Health Records
Leslie McIntosh, PHD, MPH, Director Center for Biomedical 
Informatics, Washington University in St.Luis
Tue, Jan 17 2017

 Implementation of Dynamic Data Citation at the Vermont 
Monitoring Cooperative Presenter: James Duncan, VMC, 
University of Vermont, Burlington, VT
Mon, Feb 13 2017

 Implementing the RDA Data Citation Recommendations in 
the Distributed Infrastructure of the Virtual and Atomic
Molecular Data Center (VAMDC) 
Presenter: Carlo Maria Zwölf, VAMDC, Observatoire de Paris, FR
Fri, Mar 31 2017

https://www.rd-alliance.org/group/data-citation-wg/webconference/webconference-data-citation-wg.html


19Adoption

 Series of Webinars
https://www.rd-alliance.org/group/data-citation-
wg/webconference/webconference-data-citation-wg.html

 All webinars available for off-line viewing
 More webinars to come
 Long-tail data / CSV (Stefan Pröll)
 ???

https://www.rd-alliance.org/group/data-citation-wg/webconference/webconference-data-citation-wg.html
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Implementing WGDC 
Recommendations at VAMDC

C.M. Zwölf, N. Moreau, 
VAMDC Consortium

carlo-maria.zwolf@obspm.fr



Implementing the RDA data citation 
recommendations in the distributed Infrastructure of 

the Virtual Atomic and Molecular Data Centre

C.M. Zwölf, N. Moreau and VAMDC 
consortium



Plasma 
sciences

Lighting 
technologies

Atmospheric
Physics 

Environmental 
sciences

Fusion 
technologies

Health and 
clinical 

sciences 

Astrophysics

VAMDC
Single and 

unique access 
to 

heterogeneous 
A+M Databases

Federates ~30 heterogeneous databases 
http://portal.vamdc.org/

The “V” of VAMDC stands for Virtual in the 
sense that the e-infrastructure does not 
contain data. The infrastructure is a wrapping 
for exposing in a unified way a set of 
heterogeneous databases.

The consortium is politically organized 
around a Memorandum of understanding (15 
international members have signed the MoU, 
1 November 2014) 

High quality scientific data come from 
different Physical/Chemical Communities

Provides data producers with a large 
dissemination platform

Remove bottleneck between data-
producers and wide body of users

The Virtual Atomic and Molecular Data Centre

http://portal.vamdc.org/
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The VAMDC infrastructure technical architecture

VAMDC wrapping layer 
 VAMDC Node

Existing
Independent

A+M 
database 

Accept queries submitted in 
standard grammar (subset of SQL)

Provides output formatted into 
standard XML file (XSAMS)

For further details, cf. 
http://standards.vamdc.eu
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VAMDC Node
N

Registries
http://registry.vamdc.eu

Available nodes (with their attributes) are registered into 
the main registry.   
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1
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VAMDC Node
N

Registries
http://registry.vamdc.eu

VAMDC Clients
(Portal, Cassis, SpectCol, SpecView,…)

4 – Nodes 
standardized 
outputs are 
collected

5 – Results are served to the 
User.



The VAMDC infrastructure technical architecture

VAMDC Node 
1

VAMDC Node 
N-1

VAMDC Node
N

Registries
http://registry.vamdc.eu

VAMDC Clients
(Portal, Cassis, SpectCol, SpecView,…)

Users may also submit 
queries directly to the 
nodes they want to hit 



• The RDA recommendations comes from standalone databases or warehouse.
• VAMDC is a distributed infrastructure, with no central management system. 

The Research Data Alliance and the Data Citation WG



Highlighting the main issues 

How to build a Query Store in our distributed infrastructure?

• The solution belongs to a space with lot of constraints

• Any choice will impact each of the ~30 databases federated by VAMDC.
• Any technological change of the infrastructure must be validated by the 

majority of the members

The solution must cause least effects on the existing infrastructure 
and have minimal implementing cost for the database owners. 

• This constraint suggest to fit the solution into the standard wrapping layer 
transforming an autonomous Database into a VAMDC node.  



Query StoreTagging versions of data

Implementation is an overlay to the standard / output layer, thus
independent from any specific data-node 

Tw
o 

la
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m
ec
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ni

sm
s

1  Fine grained granularity:
Evolution of XSAMS output 
standard for tracking data 

modifications*

2  Coarse grained granularity:
At each data modification to a 
given data node, the version of 

the Data-Node changes

With the second mechanism we know that
something changed : in other words, we know
that the result of an identical query may be
different from one version to the other. The
detail of which data changed is accessible using
the first mechanisms.

Is built over the versioning of Data
(the coarse-grained mechanism)

Is plugged over the existing VAMDC 
data-extraction mechanisms. 

Due to the distributed VAMDC 
architecture, the Query Store may be 

seen as a smart log-service.

Sketching the solution strategy

* http://dx.doi.org/10.1016/j.jms.2016.04.009
arxiv version at https://arxiv.org/abs/1606.00405

http://dx.doi.org/10.1016/j.jms.2016.04.009
https://arxiv.org/abs/1606.00405


Let us focus on the query store:

Collaboration with Elsevier for embedding the VAMDC query store into the 
pages displaying the digital version of papers. 
Designing technical solution for
• Paper / data linking at the paper submission (for authors)
• Paper / data linking at the paper display (for readers)

The implementation of the query store is the goal of a joint collaboration 
between VAMDC and RDA-Europe 3. 
• Development started during spring 2016. 
• Final product released during 2017.

The difficulties we had to cope with:
• Handle a query store in a distributed environment (RDA did not design it 

for these configurations).
• Integrate the query store with the existing VAMDC infrastructure.



Further Information

Technical details for data versioning:
New model for datasets citation and extraction reproducibility in VAMDC,

C.M. Zwölf, N. Moreau, M.-L. Dubernet, 
In press J. Mol. Spectrosc. (2016), http://dx.doi.org/10.1016/j.jms.2016.04.009

Arxiv version:  https://arxiv.org/abs/1606.00405

This mechanism should be included in the follow 2017 version of the standards.

Details about the implemented Query Store:
Video from the last week webinar: https://youtu.be/OLe-qcqCcCw
• Information 

• On the software architecture adoped for implementing the 
recommendation

• On the implementing tricks

http://dx.doi.org/10.1016/j.jms.2016.04.009
https://arxiv.org/abs/1606.00405
https://youtu.be/OLe-qcqCcCw


Strengths of the Query Store:
• The QS usage is transparent for users (complexity is hidden). 

• Live monitoring of all the queries and users of the VAMDC e-infrastructure
• Data providers may measure their impact and have detailed 

statistics of usage. 

• It will be easy for authors to cite data coming from VAMDC. Credit to 
producers will be automatic. 

Minimal impact 
for federated 

database owners 
for dealing with 
the Query Store

Database owners just need to install the latest 
version of the VAMDC wrapping software

Data providers has to fill a “version” field (~ a simple string), 
which is just the version label. 
• When the database is modified and/or data node software 

changes, the version label should evolve.  



Remarks before the live demo:

• We provided the VAMDC infrastructure with a working Query Store

• The concept adopted and the implemented code are quite generic and both can be 
adapted to other use-cases:

• If it worked in our complex distributed case, it may work in many contexts

• The cost for adapting an existing service/database to a VAMDC-type Query 
Store is minimal

• All the complexity is handled and masked in our generic software. 

Contact : carlo-maria.zwolf AT obspm.fr  

Live demo link: https://youtu.be/kDDWFpi22cU

https://youtu.be/kDDWFpi22cU


Adoption of Data Citation Outcomes 
by BCO-DMO

Cynthia Chandler, Adam Shepherd, David Bassendine
Biological and Chemical Oceanography Data Management Office

Woods Hole Oceanographic Institution and Blue Dot Labs
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 An existing repository (http://bco-dmo.org/)

 Marine research data curation since 2006
 Faced with new challenges, but no new funding
 e.g. data publication practices to support citation
 Used the outcomes from the RDA Data Citation Working 

Group to improve data publication and citation services

A story of success enabled by RDA 

https://www.rd-alliance.org/groups/data-citation-wg.html
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 BCO-DMO is a thematic, domain-specific repository
funded by NSF Ocean Sciences and Polar Programs

 BCO-DMO curated data are
 Served: http://bco-dmo.org (URLs, URIs)

 Published: at an Institutional Repository (CrossRef DOI)
http://dx.doi.org/10.1575/1912/4847

 Archived: at NCEI, a US National Data Center
http://data.nodc.noaa.gov/cgi-bin/iso?id=gov.noaa.nodc:0078575

BCO-DMO Curated Data

for Linked Data URI: http://lod.bco-dmo.org/id/dataset/3046

http://bco-dmo.org/
http://dx.doi.org/10.1575/1912/4847
http://data.nodc.noaa.gov/cgi-bin/iso?id=gov.noaa.nodc:0078575


50BCO-DMO Dataset Landing Page (Mar ‘16)



51Initial Architecture Design Considerations (Jan 2016)



52Modified Architecture  (March 2016)



53BCO-DMO Data Publication System Components

BCO-DMO publishes data to WHOAS and a DOI is assigned.  
The BCO-DMO architecture now supports data versioning.



54BCO-DMO Data Citation System Components



55BCO-DMO Data Set Landing Page
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57BCO-DMO Data Set Landing Page



58Linked to Publication via DOI



59New Capabilities … BCO-DMO becoming a DataONE Member Node

https://search.dataone.org/



60New Capabilities … BCO-DMO Data Set Citation
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 To the Data Citation Working Group for their efforts
https://www.rd-alliance.org/groups/data-citation-wg.html

 RDA US and MacArthur Foundation for funding this 
adoption project

 TIMELINE:
 Redesign/protoype completed by 1 June 2016
 New citation recommendation by 1 Sep 2016
 Report out at RDA P8 (Denver, CO) September 2016
 Final report by 1 December 2016

Cyndy Chandler      @cynDC42      @bcodmo
ORCID: 0000-0003-2129-1647        cchandler@whoi.edu

Thank you … 
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 Removed these to reduce talk to 10-15 minutes

EXTRA SLIDES



63Adoption of Data Citation Outputs

 Evaluation
 Evaluate recommendations (done December 2015)
 Try implementation in existing BCO-DMO architecture

(work began 4 April 2016)

 Trial
 BCO-DMO: R1-11 fit well with current architecture; R12 

doable; test as part of DataONE node membership; R13-
14 are consistent with Linked Data approach to data 
publication and sharing

NOTE: adoption grant received from RDA US (April 2016)



64RDA Data Citation (DC) of evolving data

 DC goals: to create identification mechanisms that:
 allow us to identify and cite arbitrary views of data, from a single record 

to an entire data set in a precise, machine-actionable manner
 allow us to cite and retrieve that data as it existed at a certain point in 

time, whether the database is static or highly dynamic

 DC outcomes: 14 recommendations and associated 
documentation
 ensuring that data are stored in a versioned and timestamped manner
 identifying data sets by storing and assigning persistent identifiers 

(PIDs) to timestamped queries that can be re-executed against the 
timestamped data store

https://www.rd-alliance.org/groups/data-citation-wg.html



65RDA Data Citation WG Recommendations

»» Data Versioning: For retrieving earlier 
states of datasets the data need to be 
versioned. Markers shall indicate inserts, 
updates and deletes of data in the database.

»» Data Timestamping: Ensure that 
operations on data are timestamped, i.e. any 
additions, deletions are marked with a
timestamp.

»» Data Identification: The data used shall be 
identified via a PID pointing to a time-
stamped query, resolving to a landing page.

Oct 2015 version w/ 14 recommendations

DC WG chairs: Andreas Rauber, Ari Asmi, 
Dieter van Uytvanck
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procedure: when a BCO-DMO data set is updated … 
 A copy of the previous version is preserved
 Request a DOI for the new version of data
 Publish data, and create new landing page for new 

version of data, with new DOI assigned
 BCO-DMO database has links to all versions of the data 

(archived and published)
 Both archive and published dataset landing pages have 

links back to best version of full dataset at BCO-DMO
 BCO-DMO data set landing page displays links to all 

archived and published versions

New capability (implemented)
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 Extended description of recommendations

 Altman and Crosas. 2013. “Evolution of Data Citation …”
 CODATA-ICSTI 2013. “Out of cite, out of mind”
 FORCE11  https://www.force11.org/about/mission-and-guiding-principles
 R. E. Duerr, et al. “On the utility of identification schemes for digital 

earth science data”, ESI, 2011.

REFERENCES



Citing Dynamic Datasets at NICT
Yasuhiro Murayama

murayama@nict.go.jp



Citing dynamic datasets for Sensing Big Data at NICT

 Superior discoverability of individually-disseminated sensing data for natural disaster events
 Analysis of data reputation for incentive reward in participatory sensing
 Data provenance for quality assurance of data mining results

69

PAWR data

X-RAIN
data

Vehicle driving data 

Traffic congestion stat.

SNS data

People flow stat.

Satellite observation data
（Himawari 8、GEMS(2019 -）, etc.）

RIDAR observation  data

Epidemiological data

Environment 
monitoring

Air pollution similariton data
Flooding 
disaster 
data

Torrential Rain Risk Analysis Air Pollution 
Risk Analysis

Air quality index data

Weather data 

Sensor Data

Scientific Data

Social Data

Statistical Data
SQL

Event data table
(append only) Views

Handle
Server

Translate ID

Generate landing page

Register ID

Data citation 
analysis

×

torrential
rain

traffic
congestion

safe-route
navigation

Association mining

Citable mechanism and experiment

Yasuhiro Murayama & Koji Zettsu
National Institute of Information & Communications Technology, Japan
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Example of Meteorological Disaster Event List 
(Japan Meteorological Agency)

Weather Radars
Metadata from past Gov.
Reports
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Query example of Torrential Rainfall Event
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Early
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78Next Steps

 IG on Data Versioning (today, 16:00, MR1)
 Work with Domain IGs
 Support in adoption: what kind of support is needed?

(in the end it all boils down to  money, but apart from this…)
 Webinars: generic
 Focused workshops for individual pilots
 Joint projects: proposals, …

 Dissemination of information from on-going pilots
 Structuring: contact, descriptions, results, lessons learned
 Outcomes: reports, slides, publications, code, discussions  
 Summary paper on pilots

 Anything else? AOB? Wishes?



79Thanks

Thanks!
And hope to see you at the 

next meeting
of the

WGDC
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