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Data Citation

= Citing data may seem easy
- from providing a URL in a footnote
- via providing a reference in the bibliography section
- to assigning a PID (DOI, ARK, ...) to dataset in a repository

= What's the problem?
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presentsuggests the presence of 4 lineages, if Eriophor um
crinigerum  groups with the rest of Scirpeae: the
Dulichieae (Dulichium + Blysius), Khaosokin, Scirpeae,
and Cariceae. More targeted work on the Scirpeae will
be necessary to clarify this. The Fuireneae +Cypereae
clade presents a similar problem: the monophyletic
Cypereae contains 2 well-supported dades (Cyperus
sl and Ficinia/ Isolepis), but the taxa usually attributed
to the Fuireneae form a polytomy below Cypereae

Figs. 6 and 7). Previous sm«ﬂes’hav&’swnihese [ineagef;
positioned in many different locations, usually without
strong support (Simpson et al. 2007; Muasya et al. 2009),
but a study using ndhf and psbB-psbH (Hinchliff et
al. 2010) showed strong support for a Fuireneae grade
leading to the Cypereae. Additional sampling of ndhF
and other data-rich cpDNA regions such as psbB-psbH
and perhaps nut K may help clarify these relationships.

Overall, 9 clades are strongly supported and
morphologically diagnosible (Mapanioid eae,
Trilepideae, Sclerieae, Schoeneae, Rhynchosporeae,
Abildgaardieae, Eleocharis, and Cypereae), and should
be recognized in a new classification, as previous
classifications are dearly do not define phylogenetic
lineages as we now know them. Additional research
will clarify how many diagnosible lineages will need to
be recognized within the Carex + Dulichieae + Khaosokia
+ Scirpeae clade and the Fuireneae assemblage.
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), we converted the whole dataset into the ontology languages

ntitative analysis of the problem of constructing an NLI we
ws: we downloaded a dataset which has been frequently used
1 of natural la o interfaces, Le, the Geobase dataset col-
and his studer he Geobase dataset deseribes states, cities,
rivers and roads in the U.8., together with mtrilml{‘rl stch as
population (state, city), length (river), height (mountain, lo-
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n IH Granularity of Data Identification / Citation

= What about the granularity of data to be identified/cited?
- Databases collect enormous amounts of data over time

- Researchers use specific subsets of data

- Need to identify precisely the subset used

Current approaches

- Citing entire dataset, providing textual description of subset

-> imprecise (ambiguity)

- Storing a copy of subset as used in study -> scalability

- Storing list of record identifiers in subset -> scalability,
not for arbitrary subsets (e.g. when not entire record selected)

[.

Would like to be able to identify & cite precisely the
subset of (dynamic) data used in a study
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Citable datasets have to be static
- Fixed set of data, no changes:

Citation of Dynamic Data

no corrections to errors, no new data being added

But: (research) data is dynamic

- Adding new data, correcting errors, enhancing data quality, ...
- Changes sometimes highly dynamic, at irregular intervals

Current approaches

- ldentifying entire data stream, without any versioning

- Using “accessed at” date

- “Artificial” versioning by identifying batches of data (e.g.
annual), aggregating changes into releases (time-delayed!)

Would like to cite precisely the data as it existed at certain}

point in time, without delaying release of new data
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n Data Citation — Requirements

= Dynamic data
- corrections, additions, ...
= Arbitrary subsets of data (granularity)
- rows/columns, time sequences, ...
- from single number to the entire set
= Stable across technology changes
- e.g. migration to new database
= Machine-actionable

- not just machine-readable,
definitely not just human-readable and interpretable

Scalable to very large / highly dynamic datasets
- But: should also work for small and/or static datasets!

RDAES
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= Research Data Alliance

= WG on Data Citation:
Making Dynamic Data Citeable

= March 2014 — Sep 2015
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RDA WG Data Citation RDAES
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Concentrating on the problems of
large, dynamic (changing) datasets

Focus! Identification of data!
Not: PID systems, metadata, citation string, attribution, ...

Liaise with other WGs and initiatives on data citation
(CODATA, DataCite, Force11, ...)

Continuing support for adoption

https://rd-alliance.org/working-groups/data-citation-wg.html
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= 14 Recommendations
grouped into 4 phases:

Preparing data and query store
Persistently identifying specific data sets
Resolving PIDs

Upon modifications to the data
infrastructure

= 2-page flyer

= Technical Report: draft at
https://rd-alliance.org/system/files/documents/

Data Citation — Output

.........

........

o Y

RDA-Guidelines TCDL draft.pdf

= Reference implementations
(SQL, CSV, XML) and Pilots

@
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n TU Making Dynamic Data Citeable

WIEN

Data Citation: Data + Means-of-access

= Data > time-stamped & versioned (aka history)

Researcher creates working-set via some interface:
= Access > assign PID to QUERY, enhanced with
— Time-stamping for re-execution against versioned DB
— Re-writing for normalization, unique-sort, mapping to history
— Hashing result-set: verifying identity/correctness
leading to landing page

S. Proll, A. Rauber. Scalable Data Citation in Dynamic Large Databases: Model and Reference Implementation.
In IEEE Intl. Conf. on Big Data 2013 (IEEE BigData2013), 2013
http://www.ifs.tuwien.ac.at/~andi/publications/pdf/pro_ieeebigdata13.pdf

@ .
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Data Citation — Deployment

= Researcher uses workbench to identify subset of data
= Upon executing selection (,download”) user gets

— Data (package, access API, ...)

— PID (e.g. DOI) (Query is time-stamped and stored)
— Hash value computed over the data for local storage

— Recommended citation text (e.g. BibTeX)
= PID resolves to landing page

— Provides detailed metadata, link to parent data set, subset,...
— Option to retrieve original data OR current version OR changes

= Upon activating PID associated with a data citation

— Query is re-executed against time-stamped and versioned DB

— Results as above are returned

RDAES
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Data Citation — Deployment

T

= | Note: query string provides excellent  |bset of data
= | provenance information on the data set! |gr gets

— Data (package, accg ; API, ...)

— PID (e.g. DOI) (Que |is time-stamped and stored)

— Hash value computg [over the data for local storage

— Recommended citat| p text (e.g. BibTeX)

PID resolves to lan page

— Provides detailed metadata, link to parent data set, subset,...

— Option to retrieve original data OR current version OR changes
Upon activating PID associated with a data citation

— Query is re-executed against time-stamped and versioned DB
— Results as above are returned

Query store aggregates data usage

(RDAEE
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Data Citation — Deployment

Note: query string provides excellent
provenance information on the data set!

Ibset of data

er gets

RDAES

- Data (pad Thjg j5 an important advantage over
traditional approaches relying on, e.g.
storing a list of identifiers/DB dump!!!

— PID (e.q.
— Hash vall

- Recomm’ TMUucyu vuitatl I TOAL \U. TJ 1 U/\,

PID resolves to lan page

— Provides detailed metadata, |i parent data set, subset,...
— Option to retrieve original data current version OR changes

Upon activating PID associated with a data citation

— Query is re-executed against time-stamped and versioned DB

— Results as above are returned

Query store aggregates data usage
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Data Citation — Deployment

Note: query string provides excellent  |bset of data
= | provenance information on the data set! |gr gets

~ Data (pad Tjs js an important advantage over
- PID (6.9 traditional approaches relying on, e.g.

- Hashvalt g6ring a list of identifiers/DB dump!!!
- Recomm’ TTUCTuU vuIitdadl I LTOAL \U-B TN 1 U/\,

PID resplves Identify which parts of the data are used.
- Provides detl |f data changes, identify which queries

~ Optiontoretl o1,dies) are affected
Upon activatir

— Query is re-executed against time-s
— Results as above are returned

Query store aggregates data usage

@
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= 2-page flyer,
more extensive doc to follow

= 14 Recommendations
= Grouped into 4 phases:

Preparing data and query store
Persistently identifying specific
data sets

Upon request of a PID

Upon modifications to the data
infrastructure

= History

@7

First presented March 30 2015

Major revision after workshop
April 20/21

4 workshops & presentations
2 webinars (June 9, June 24)

Data Citation — Recommendations

Data Citation of Evolving Data fURORE

(RDABE

Recommendations of the Working Group on Data Citation (WGDC)
Andreas Rauber, Ari Asmi, Dieter van Uytvanck and Stefan Prall
Draft = Request for Comments

I MARING DATA CITABLE

These WGDC dat enable hers and data
centers to wenhfy and cite data uvsed mn expenments and
smdies Instead of providing static data exports or texmal
desenptions of data subsets, we support a dynmmuc, guery
centnc view of data sets The proposed solution enables
precive identification of the very vet and veron of data used
supporting reproducibility of processes, sharing and reuse of
data.

Goals of this WG are to create identification
mechanisms that:

o allows us to identify and cite arbitrary
views of data, from a single record to an
entire data sef in a precise, machine-
actionable manner

* allows us to cite and retrieve that data as it
existed at a cerfain point in time, whether
the database is static or highly dynamic

* is stable across different technologies and
technological changes

. WG RECOMMENDATIONS

To realise the goal of rendening arbitrary data sets citeables,
from single values fo entire DBs m settings that range from
static data to haghly dypanue data streams, the WG
recommends the following steps:

ision of June 8

a7
20

A. Preparing the Dawa and the Query Store

= K1 - Data Versioning: Apply venionmg to eusure
earlier states of data sets can be retrieved.

« R - Time ing: Ensure that op on data
are nmestamped, 18 any additons, delehons are
marked with a tunestanp

= R3 — Query Store: Provide means o store the
quenes used to select data and associated metadata

&, Perzutently Identify Specific Data sets
When a data set should be persistad. the following steps
need to be applied

* R4 - Query Uniqueness: Re-wnte the query to a
vormalised form so that iwdentical quenes can be
detected Compute a checksum of the normalized
query to efficiently detect identical quenes.

*+ RS - Siable Sorting: Ensure an unambiguous sortmg
of the records in the data set

*  R6 - Result St Vertfication: Compute a checksum of
the query result set to enable venfication of the
comectness of a result upon re-execution,

*  R7 = Query Timestamping Assign a timestamp to
the query based on the last update to the entire
database (or the last update to the selection of data
affected by the query or the query execution tme).
This allows retrieving the data as 1t existed at query

* R8 - Query PID: Assigm a new PID to the query if
either the query is new or if the result set retumed from
an earlier identical query 15 different due to changes i
the data. Otherwise, return the existing PIT

= R¥ - Store Query. Store query and metadata (e.g.
PID, onginal and normalisad query, query & result sat
checksum, tunestamp, superset PID, data  set
desenphion and other) i the query store

s RI10 - Citation Text: Provide a recommendad citation
text and the PIT? fo the nser
C. Upon Request of a PID
= Rll - Landing Page: Make the PIDs resolve 1o a
human readable landing page of the data set that
provides metadata cluding a link to the superset
(PID of the data source) and citation text snippet,

1S
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n Data Citation — Recommendations

fPreparing Data & Query Store\

- R1 - Data Versioning
- R2 - Timestamping
\ R3 — Query Store /

Men Data should be persist@
- R4 — Query Unigueness
- R5 - Stable Sorting
- R6 — Result Set Verification
- R7 — Query Timestamping
- R8 — Query PID
- R9 - Store Query

k R10 — Citation Text /

RDAES :
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A) Preparing the Data and the Query Store

Data Citation — Recommendations

= R1 - Data Versioning: Apply versioning to ensure earlier
states of data sets the data can be retrieved

= R2 —Timestamping: Ensure that operations on data are
timestamped, i.e. any additions, deletions are marked with a
timestamp

= R3 - Query Store: Provide means to store the queries and
metadata to re-execute them in the future

RDAES
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n TU Data Citat

WIEN

A) Preparing the Data al

Note:

« R1 & R2 are already pretty much standard
in many (RDBMS-) research databases

« Different ways to implement

« Abit more challenging for some data types
(XML, LOD, ...)

= R1 - Data Versioning:

Apply versioning to ensure earlier

states of data sets the data can be retrieved

= R2 —Timestamping: Ensure that operations on data are
timestamped, i.e. any additions, deletions are marked with a

timestamp

= R3 - Query Store: Provide means to store the queries and
metadata to re-execute them in the future

@

Note:
* R3: query store usually pretty small, even
for extremely high query volumes




n IH Data Citation — Recommendations

B) Persistently Identify Specific Data sets (1/2)
When a data set should be persisted:

= R4 —Query Uniqueness: Re-write the query to a normalized form
so that identical queries can be detected. Compute a checksum of
the normalized query to efficiently detect identical queries

= R5 - Stable Sorting: Ensure an unambiguous sorting of the
records in the data set

= R6 — Result Set Verification: Compute fixity information/checksum
of the query result set to enable verification of the correctness of a
result upon re-execution

= R7 —Query Timestamping: Assign a timestamp to the query
based on the last update to the entire database (or the last update
to the selection of data affected by the query or the query execution
time). This allows retrieving the data as it existed at query time

@
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n TU Data Citation — Recommendations

WIEN

B) Persistently Identify Specific Data sets (2/2)
When a data set should be persisted:

= R8 — Query PID: Assign a new PID to the query if either the
query is new or if the result set returned from an earlier identical
query is different due to changes in the data. Otherwise, return
the existing PID

= R9 - Store Query: Store query and metadata (e.g. PID, original
and normalized query, query & result set checksum, timestamp,
superset PID, data set description and other) in the query store

= R10 - Citation Text: Provide citation text including the PID in the
format prevalent in the designated community to lower barrier for
citing data.

(RDAEE
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n TU Data Citation — Recommendations

WIEN

C) Resolving PIDs and Retrieving Data

= R11 - Landing Page: Make the PIDs resolve to a human
readable landing page that provides the data (via query re-
execution) and metadata, including a link to the superset
(PID of the data source) and citation text snippet

= R12 - Machine Actionability: Provide an APl / machine
actionable landing page to access metadata and data via query
re-execution

0
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WIEN

n TU Data Citation — Recommendations

D) Upon Modifications to the Data Infrastructure

= R13 - Technology Migration: When data is migrated to a new
representation (e.g. new database system, a new schema or a
completely different technology), migrate also the queries and
associated checksums

= R14 — Migration Verification: Verify successful data and query
migration, ensuring that queries can be re-executed correctly

:
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n TU Data Citation — Recommendations

WIEN

D) Upon Modifications to the Data Infrastructure

= R13 - Technology Migration: When data is migrated to a new
representation (e.g. new database system, a new schema or a
completely different technology), migrate also the queries and
associated checksums

= R14 — Migration Verification: Verify successful query migration
should, ensuring that queries can be re-executed correctly

I1¥S| FAacULTY OF NFORMATICS




Benefits

Retrieval of precise subset with low storage overhead

= Subset as cited or as it is now (including e.g. corrections)
= Query provides provenance information
= Query store supports analysis of data usage
= Checksums support verification
= Same principles applicable across all settings
- Small and large data

- Static and dynamic data
- Different data representations (RDBMS, CSV, XML, LOD, ...)

Would work also for more sophisticated/general
transformations on data beyond select/project

RDAES
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Outline

Pilots and Adoption

Summary
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n TU

Timbus
XML-Reference
DEXHELPP
CSV-Reference
GIT-Reference
VAMDC

CBMI@wustl
CCCA
ENVRIplus
ARGO
BCO-DMO
VMC (Vermont)
<a few others>

RDBMS

XML
CSV/RDBMS
CSV/RDBMS
<ASCII>

SQL/NoSQL/
ASCII -> XML

RDBMS
NetCDF

NetCDF

CSV

VMC data cat.
CSV, RDBMS

WG Pilots

research finished
research finished
research running
reference running - 3
reference running - o
deployment running
deployment starting
deployment starting
deployment starting
deployment starting
deployment starting
deployment starting
deployment planned

B——

Sensor data, pilot
eXist-DB

Social security data
Reference implem.
Reference implem.
Distributed data center

integration into i2b2
climate data

ICOS: Carbon Obs.Infr.
ODIP-Il, RDA-Europe
RDA-US

Forest Research Data

Conceptual evaluation,
seeking funding
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First Pilots for SQL Data
Stefan Proll, SBA Research
sproell@sba-research.org

research data sharing without barriers
rd-alliance.org




WIEN

n TU SQL Prototype Implementation

= LNEC Laboratory of Civil Engineering, Portugal
= Monitoring dams and bridges ;
= 31 manual sensor instruments
= 25 automatic sensor instruments
= Web portal

- Select sensor data
- Define timespans

= Report generation
- Analysis processes
- LaTeX
- publish PDF report

. P’
- Foang”
- X

X ol . e
Florian Fuchs [CC-BY-3.0 (http://creativecommons.org/licenses/by/3.0)], Wikimedia

@ 3 s . Page 28

I¥S| FacuLTY OF INFORMATICS




R L

IN

U SQL Prototype Implementation

WIEN

Million Song Dataset
http://labrosa.ee.columbia.edu/millionsong/

Largest benchmark collection in Music Retrieval
Original set provided by Echonest

No audio, only several sets of features
(16 — 1440 measurements/features per song)

Harvested, additional features and metadata
extracted and offered by several groups
e.g. http://www.ifs.tuwien.ac.at/mir/msd/download.html

Dynamics because of metadata errors, extraction errors

Research groups select subsets by genre, audio length,
audio quality,...

I
R T DT

. 29
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n V!,H SQL Time-Stamping and Versioning
* Integrated
- Extend original tables by temporal metadata
- Expand primary key by record-version column

= Hybrid

- Utilize history table for deleted record versions with metadata

- Oiriginal table reflects latest version only e T

= Separated

- Ultilizes full history table

- Also inserts reflected in history table

= Solution to be adopted depends on trade-off
- Storage Demand
- Query Complexity
- Software adaption

@ - p
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= Add query store containing

PID of the query
Original query
Re-written query + query string hash

Timestamp
(as used in re-written query)

Hash-key of query result

Metadata useful for citation /
landing page
(creator, institution, rights, ...)

PID of parent dataset

SQL: Storing Queries

PID Store

F [ a ?
tore
Table B

(or using fragment identifiers for query)

IfS
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SQL Query Re-Writing

! {TY

= Adapt query to history table

SELECT FROM WHERE
4mﬁﬂmﬁ#ﬁﬂwwm;;?“mhmhhhhmm ///H,/AHNNNHNNHH
track_lc artlest relaEes

,«f”’”\/\

elzezsle durstlon 1200

MED

SELECT results.track id, results.artist, results.release

FROM MSD AS results JOIN |
SELECT track id, max(timestamp) AS latestTimestamp
FROM MsD
WHERE timestamp <= (SELECT @queryExecutionTimestamp)
AND (track id NOT IN
(SELECT track id FROM MSD AS deletedRecords
WHERE deletedRecords.status mark = ‘deleted
AND (deletedRecords.timestamp < @queryExecutionTimestamp))
)
GROUP BY track id

) AS version ON results.track id = version.track id AND results.timestamp = version.latestTimestamp

WHERE
results.tags = 'classic’ AND results.duration= 120
ORDER BY results.track id;|

@ -
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Reference Implementation for
CSV Data

Stefan Proll
sproell@sba-research.org

research data sharing without barriers
rd-alliance.org




n IH Dynamic Data Citation for CSV Data

ROA

\
/

Why CSV data? (not large, not very dynamic...)

Well understood and widely used
Simple and flexible

Most frequently requested during initial RDA meetings
Goals:

Ensure cite-ability of CSV data
Enable subset citation

Support particularly small and large volume data
Support dynamically changing data
2 Options:
Versioning system (subversion/svn, git, ...)

Migration to RDBMS

IfS
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CSV Prototype: Basic Steps

! {TY

= Upload interface for CSV files
= 2 approaches:
* Migrate CSV file into RDBMS
— Generate table structure, identify primary key
— Add metadata columns for versioning, indices
« Use GIT for data and separate branch for queries
= Dynamic data
— Update / delete existing records

— Append new data "
= Access interface |

— Track subset creation i====]
— Store queries

RDAEE
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Eil http://loca...wCSV.xhtml % | &

€ | @ localhost:8080/cite/uploadNewCSV.xhtm v & | B v Google ol B ¥+ #

Upload a new CSV data file

Provide a name first, then upload the file.

CSV Data Prototype

Database schema, crtanon_ps + [Tablename MillionsongDataset
+ Choose
msdlk.csv
Primary key| track_id +| Select primary key.

Migrate into Database. View existing data

@ > .
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CSV Data Prototype

/ ( Data Citation Toal % "\ = )
<+ + @ [Jlocalhost:8080/cite/table.xhtml Qs ® =
| CITATION DB v || MSD500k v| Load table
Show |10 v | entries Search:
duration ¢ artist familiarity ~ artist hotttnesss ¢ year ¢ digitalid ¢ audiofile ¢ lastfm ¢ numlastfm ¢ numlastfmmatched ¢ rpfeatures ¢ audiofilelength = g
— Amadens 34272608 U7b9Z6SS9/U35  USIZS5/6587Z6 U /63 T 0 U (Wammay T (<=
a7s Mozart
Wolfgang
Amadeus 113.68444  0.769265597035 0.517557658726 0 9032098 1 0 0 (Data n/a) 1 (
275 Mozart
X:Eg::f 31352118  0.7692 JD Seph Locke 139.17995 0.408465463469 0.285901196045 0
275 Mozart
Wolfgang The Sun Harbor's
a:;::ius 116.61016  0.7692 C hﬂms
pu 104.48934 0.41994127477 0.24913722954 0
Woltgang Documentary
Amadeus 169.87383  0.7692 \
a5 Mot Recordings
Wolfpang .
Amadeus 257.64526  0.7692
a7 Mozart -
Woltgang [.'-Zifi_'.'-i"% ] [ dCiOn ] [-'"_- ariCy ] [Ei?i_':iii'%??? ] [—- ]
Amadeus 477.6224  0.7692
a7 Mozart
Wolfgang Showing 1 to 10 of 500,000 entries
Amadeus 273.00526  0.7692 - .
a5 Monan First Previous 1 2 3 4 5 Next Last
Wolfgang
Amadeus 2113824  0.7692 oe A . . .
s Morart Initialize query store Store current selection Finalize dataset
Wolfgang
m:::js 135.13098  0.769265597035  USI/557658726 O T999% T T U [Data wa) T T
a75  Otto Sieben
Showing 1 to 10 of 500,000 entries 1.2 3 4 5 Next Last
Initialize query store Store current selection Finalize dataset
Warten auf localhost...

@)
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CSV Data Prototype

Suggested citation Stefan Préll (2015) "jj test” created at 2015-02-19 11:33:54.0, PID [ark:12345/5186eH4qMX].
text: Subset of Stefan Proéll: "Adresses”, PID [ark:12345/0jfL4gUmFo]

Download area

gsz.rsneli}ad Csv + Download Download the CSV data of this subset at the execution time of the query
gsgfsn;?ad Latest 1 Download Download the CSV data of this subset at its current state
Download Full DB + Download Download the full database as CSV file
Download Diff CSV Download the differences as CSV between the subset at its original
+ Download . .
file L o | execution time and now.

I£S| FacuLTY OF INFORMATICS
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SAqQL string

Suggested citation
text:

CSV Data Prototype

(innerSELECT.RECORD_STATUS ="inserted’ OR
innerSELECT.RECORD_STF2 =t ' . — y
innerSELECT.LAST_UPD 1 Offnen von _tmp_CSV-Files CitationDB_stefan ad... x
LAST UPDATE) innerGro

innerGroup.LAST_UPDATE | _ jtationDB stefan adresses 12345-5|86eHaqMX.csv
innerGroup.mostRecent W

UPPER("%jj%") ORDER B Von: http://localhost:8080

Sie mochten folgende Datei offnen:

Vom Typ: CSV-Dokument

Wie soll Firefox mit dieser Datei verfahren?

i) Offnen mit | LibreOffice Calc (Standard) -

Stefan Proll (2015) "jj test" ¢
Subset of Stefan Proll: "Adr

() DownThemaill!
ieH4gqMX].

[ Datei speichern

[ | Fiir Dateien dieses Typs immer diese Aktion ausfiihren

Download area

Download C3V
Subset

Download Latest
Subset

Download Full DB

Download Diff CSV
file

+ Download

1+ Download

i Download

+ Download

Abbrechen] I OK I

Downloa e execution time of the query

Download the CSV data of this subset at its current state

Download the full database as CSV file

Download the differences as C3V between the subset at its original
execution time and now.

\WUR S
DATA hLLIﬁ.-HEE

United we stand
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RESEARCH DATA ALLIANCE

Progress on Data Citation within
VAMDC
C.M. Zwolf and VAMDC Consortium
carlo-maria.zwolf@obspm.fr

research data sharing without barriers
rd-alliance.org




n TU

Plasma
sciences

N

Lighting

Astrophysics technologies

~— VAMDC -
Single and
unique access
to
heterogeneous
A+M
J Databases

Health and
clinical
sciences

Atmospheric
Physics

Fusion
technologies

Environmental
sciences

S /

Virtual Atomic and Molecular Data Centre

Federates 28 heterogeneous
databases
http://portal.vamdc.org/

Distributed infrastructure with no
central management system

The “V” of VAMDC stands for
Virtual in the sense that the e-
infrastructure does not contain
data. The infrastructure is a
wrapping for exposing in a
unified way a set of
heterogeneous databases.

Relies on a strong and
sustainable technical and

(RDAES pofitical organisation.
\AM_ FACULTY OF INFORMATICS



VAMDC Infrastructure

VAMDC
Reqist Asks for available
Respurce gistry resources
registered
into
Standard vocabulary for
submitting queries
Unique A+M
_ Results provided formatted query
VAMDC wrapping into standard XML file
layer > VAMDC (XSAMS)
Node Set of

/ \ XSAMS files

Standard vocabulary for

EXisting submitting queries
Independent
A+M
database Results provided formatted
VAMDC wrapping into standard XML file

layer > VAMDC (XSAMS)

T

AN
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n Y vVAMDC - proposed API for the query store

WIEN

Architecture of the query store

Central Log Service Versioning on Databases

/ \ / Web service: \ / Web Service \

Web service: » takes a date and a
« Takes a query ID query. * Takes a query and
* Returns the query * returns a result a date
and the identical to the one that ) Returps e
associated would be obtained by ?Ssomated query
timestamp. submitting the query on '

/ K the provided date / \ /

Web Service
« Takes the query ID
 Return the associated results

\VAML 1¥S| FAcULTY OF INFORMATICS




VAMDC - Implementation

! {TY

Tagging Datasets with Ids

Query Store (Relational Database case)

« On January 2016 we submitted a paper for a special issue of the Journal of
Molecular Spectroscopy dedicated to New visions in Spectroscopic Databases
* New paradigm for datasets citation and extraction reproducibility in
VAMDC, C.M. Zwolf, N. Moreau and M-.L. Dubernet.

« We describe in this paper
« How the internal VAMDC standards evolve for achieving data-tagging and
versioning
* How a query store will be integrated within the existing VAMDC

\\ infrastructure. /
(RDAES
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VAMDC - Implementation

! {TY

Tagging Datasets with Ids

Query Store (Relational Database case)

/The design of the query store is almost finished. \

* The development will start on spring 2016, in joint
collaboration with the RDA Europe project.

* We have started collaborations with editors for the
integration of the query store into their digital platforms and
journal repositories.

ROA

\AM 1¥S| FAcULTY OF INFORMATICS
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RESEARCH DATA ALLIANCE

WG Data Citation Pilot

CBMI @ WUSTL

Leslie Mcintosh, Cynthia Hudson Vitale,
Snehil Gupta
Washington University in St.Luis

research data sharing without barriers
rd-alliance.org




Y CBMI @ WUSTL

WIEN

= Center for Biomedical Informatics,
Washington University in St. Louis

= Electronic medical health record aggregator i2b2
(Informatics for Integrating Biology and the Bedside)
NIH-funded Health Care System, OS SW

= Electronic patient medical records (EMR)

= 12b2 instance with de-identified data from local hospitals
and outpatient clinics
= QOverall approx. 2 billion records

= 4 mio patients, 48 mio encounters, 82 mio medications,
674 mio lab results, 385 mio vital sign data, ...

Obtained funding to implement WGDC recommendations
= .Timeframe: 9 months

ROA

I¥S| FacuLTY OF INFORMATICS




CBMI @ WUSTL

€ @ rups/wwwi2b2.onywebclent/ € || Q search TBav+ne

i2b2 Qu % Analysis Tool Project: [2h2 Demo Usar: [2b2 User Find Patients | Analysis Tools | Message Log | Help | Change Password | Lagout

| Navigate lorrnl - v A Query Taol

Trasl independenty v Tresl Independenty Treal iIndependenty ~

] Cargovascular agents {51 Biologicals

I Workplace |

| 6 55 SHARED
# 5 demo

Clear Prind Query 8

i Graph Results

Previous Quaries

5 Patient Insirucg08:18:23 [9-11-2015) [demo)]
] :ﬂ Pd-ﬂ-nm 1T 1"[‘-11@?5"“
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CBMI @ WUSTL

! {TY

Goals of this project are to:

1. Integrate the RDA recommendations for Data Citation of
Evolving Data into the WU CBMI instance of i2b2 by
modifying the open source code to account for the
recommendations at the query or project level.

2. Contribute all source code back to the i2b2 open source
community via GitHub for wider adoption and
implementation among all i2b2 users (currently 50
translational science centers, 34 academic health centers, 2
HMQO's, 20 international organizations, 4 companies).

3. Gather feedback about RDA WGDC-compliant i2b2 code
from established i2b2 installations; obtain projected
timelines of compliant code integration, barriers to
Implementation

I¥S| FacuLTY OF INFORMATICS
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RESEARCH DATA ALLIANCE

Data Citation for ENVRIplus

Arl Asmi
ari.asmi@helsinki.fi

research data sharing without barriers
rd-alliance.org




ENVRI Plus — ICOS Data Citation

- Part of ENVRI PLUS data citation Workpackage
: |COS — Integrated Carbon Observation System

(infrastructure) * Distributed data
production
« Distributed data storage
« Centralized “high
level” data sets
 Updated daily
« Usage wide in Carbon
observation science
« Some NRT
« Some “high level”
data storage

Atmosphere Ecosystems Oceans

o= NSy

I1¥S| FacuLTY OF INFORMATICS




n V\!.H ENVRIplus ICOS Implementation (in progress)

Exlernal e-nfrastructuree

W . 1. LHoi
. . ; LOpi
Versioning DB — pAEL |
OK! T LA, LAoi
o LO. oL1 > B L1, L2oi
. . S
Distributed oD % y 9
. ISE 2 N}
Data delivery — S S S
. . ]\ 5
Potential issue @:é. (’3@
if users bypass O Lo, oL1, piL1, piLs N | - dol
(if users byp PI T lere e | | carbon Portal -
web interface) ;
* dal
Special external users

External® L3 producers
e.g. fluxnet [ dal
‘/ m‘ % lg220
doi

@@ >

Dy 1¥S| FacuLTY OF 'NFORMATICS




@D >

RESEARCH DATA ALLIANCE

Data Citation for ARGO
(ODIP Il Project)

Helen Glaves

research data sharing without barriers
rd-alliance.org




Argo data use case

! {TY

= Aims & objectives

- Resolve the ambiguity in the syntax for citation of dynamic
data

- Agree and ratify a common syntax for dynamic data citation

- Publish results in authoritative documentation e.g. DataCite = =«
metadata schema

- Implement dynamic data citation for Argo data

I1¥S| FAacULTY OF NFORMATICS




Application scenario

! {TY

= Argo data held by several international data centres

- IFREMER

- NCEI (formerly NOAA National Climatic Data Center,
the National Geophysical Data Center, and
the National Oceanographic Data Center

- BODC
= Validation of method using a real world exemplar

= Results reported to RDA via DCWG and MDH |G
Feed into related activities in ODIP, ENVRIplus, EUDAT etc.

(RDAEE -
I1¥S| FAacULTY OF NFORMATICS
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RESEARCH DATA ALLIANCE

Adoption of Data Citation Outcomes
by BCO-DMO, R2R

Cynthia Chandler, Adam Shepherd

research data sharing without barriers
rd-alliance.org




n US Ocean Science Domain Repositories

BCO-DMO

- Biological and Chemical Oceanography Data
Management Office (WHOI)

- Curation of marine ecosystem system data
contributed by NSF funded investigators

= R2R
- Rolling Deck to Repository

- Curation of routine, underway data from US
academic fleet, and authoritative expedition catalog

= Members of Marine Data Harmonization 1G

I1¥S| FAacULTY OF NFORMATICS




n IH BCO-DMO Adoption of Data Citation Outputs

@)

Evaluation

Evaluate recommendations

Try implementation in existing
systems

Trial

BCO-DMO: R1-11 fit well with
current architecture; R12 doable;
test as part of DataONE node
membership

R2R: curation of original field data
and selected subset of post-field
products (ship track); so no evolving
data

RDA Recommendations for
Data Citation of
Evolving Data

R1 Data Versioning

R2 Time Stamping

R3 Query Store

R4 Query Verification

RS Stable Sorting

R6 Result Set Verification
R7 Query Time Stamping
R8 Query PID

RO Citation Text

R10 LandingPage

R11 Machine Actionability
R12 Technology Migration
R13 Migration Verification




n MY CARIACO zooplankton data subset, since 2000

WIEN

/OCB/CARIACO/Zooplankton.htmIl0O?Date>=20000101,
Cruise_ID,lon,lat,Date,zoop DW_ 200,zoop ash 200,
zoop_ DW_500,zoop ash 500

Directory | Documentation || Download & Other Operations

Flat Listing |
$# wersion 08 July 2009
#
# DPI: Jaimie Rojas (EDIMER/FLASA)
#
# CARIACO Zooplankton biomass data
#
Cruise ID lon lat Date zoop_DW_200 =zoop_ash 200 =zoop DW_500 =zoop_ash_500
93HG_071 -64.67 10.5 20011009 2&.83 6.84 15.85 3.31
93HG 072 -64.67 10.5 20011106 7.43 0.64 2.34 0.07
93HG_073 -64.67 10.5 20011211 5.&0 0.14 0.71 0.18
93HG_ 074 -64.67 10.5 20020110 10.24 0.51 4.93 0.18
93HG_075 -64.67 10.5 20020214 12.82 2.56 nd nd
93HG 076 -64.67 10.5 20020312 10.55 1.78 5.47 0.77
93HG_077 -64.67 10.5 20020402 8.71 1.82 .31 2.15
93HG_ 078 -64.67 10.5 20020507 4.50 0.43 1.31 0.08
93HG_079 -64.67 10.5 20020elz 10.e&3 1.07 4.54 0.35

@ > .
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= Preserve the data subset

= Request a DOI

BCO-DMO - New capabilities

= Store data subset, query, and create new landing page

for data subset DOI

IfS

FACULTY OF

INFORMATICS



n TU

Timbus
XML-Reference
DEXHELPP
CSV-Reference
GIT-Reference
VAMDC

CBMI@wustl
CCCA
ENVRIplus
ARGO
BCO-DMO
VMC (Vermont)
<a few others>

RDBMS

XML
CSV/RDBMS
CSV/RDBMS
<ASCII>

SQL/NoSQL/
ASCII -> XML

RDBMS
NetCDF

NetCDF

CSV

VMC data cat.
CSV, RDBMS

WG Pilots

research finished
research finished
research running
reference running - 3
reference running - o
deployment running
deployment starting
deployment starting
deployment starting
deployment starting
deployment starting
deployment starting
deployment planned

B——

Sensor data, pilot
eXist-DB

Social security data
Reference implem.
Reference implem.
Distributed data center

integration into i2b2
climate data

ICOS: Carbon Obs.Infr.
ODIP-Il, RDA-Europe
RDA-US

Forest Research Data

Conceptual evaluation,
seeking funding



Outline

Recap: Challenges addressed by the WG

Recommendation of the RDA Working Group

Pilots and Adoption

Summary

DATA ALLIANCE
United we stand

IfS

FACULTY OF

INFORMATICS



Benefits

Retrieval of precise subset with low storage overhead

= Subset as cited or as it is now (including e.g. corrections)
= Query provides provenance information

= Query store supports analysis of data usage

= Checksums support verification

= Same principles applicable across all settings
- Small and large data
- Static and dynamic data
- Different data representations (RDBMS, CSV, XML, LOD, ...)

= Would work also for more sophisticated/general
transformations on data beyond select/project

RDAES
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= Support in adoption: what kind of support is needed?
(in the end it all boils down to money, but apart from this...)

- Webinars: generic
- Focused workshops for individual pilots
- Joint projects: proposals, ...

= How could we organize this?

- New roles to join the WG coordinators
 Ambassadors
« Domain-specific contact points
» Others? Links to supporting infrastructure (PIDs, ...)
- Collection of on-going pilots
 Structuring: contact, descriptions, results, lessons learned
« Outcomes: reports, slides, publications, code, discussions

Adoption Activities

RDAEE
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Adoption Activities

= Joint projects:

Individual funding per data center
RDA call for Collaboration Projects (EU, US)

H2020 call: EINFRA-21-2017: Platform driven e-infrastructure
Innovation” (and particularly the item 1-Universal discoverability of
data objects and provenance)

Others?

= Other needs & means of support?
- No new WG at the moment, adoption phase, lessons to learn
- Any crucial open topics?

« Citation texts, attribution, ...

- New WG if new issues arise leading to revision of recommendations

\
/

or addressing new topics

I1¥S| FAacULTY OF NFORMATICS




WIEN

n LY Join RDA and Working Group WGDC

If you are interested in joining the discussion, contributing a
pilot, wish to establish a data citation solution, ...

= Register for the RDA WG on Data Citation: srmmmem T

v
- Website: e
https://rd-alliance.org/working-groups/data-citation-wg.html
- Mailinglist:

https://rd-alliance.org/node/141/archive-post-mailinglist
= Contact us if you plan to implement the recommendations
= Let us know your feedback, concerns, issues identified, ...

I1¥S| FAacULTY OF NFORMATICS
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SELECT FROM
e
J/"/f \‘“‘\-\
" N
track_Jd artst release
MSD

g

tags

SELECT results.track id, results.artist, results.release

~

s

PN

WHERE

//} ‘\\\
—
=

rd
T -
classic duratiom

~
120.0

FROM MSD AS results JOIN (

SELECT track id, max(timestamp) AS latestTimestamp

FROM MSD

WHERE timestamp <= (SELECT @queryExecutionTimestamp)

AMD (track id NOT IN

(SELECT track id FROM MSD AS deletedRecords
WHERE deletedRecords.status mark = “deleted’

AND (deletedRecords.timestaﬁp < @queryExecutionTimestamp) )

1
GROUP BY track id

)} AS version ON results.track id = version.track id AND results.timestamp = version.latestTimestamp

WHERE

results.tags = 'classic’ AND results.duration> 120

ORDER BY results.track_id;

| Research Data Sharing
7 without barriers

[21CIOfCROL0)]
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DATA ALLIANCE

United we stand

United we stand

»EARCH DATA ALLIANCE

/] httpioca_wesixneml x| 4

.8 bz hustinoonicazhpk L
Upload a new CSV data file

Provide a name first, then upload the file.

Database schema ciisnes_oe 4 Tablename| MilionsongDataset

+ Choose

FOCB/CARIACO/Zooplankton

--Date>20000101,Cruise_ID,lon, lat,Date,zcop_DW_200,z00p_ash_

Level 0

— | Primary key ek ' Directory | Documentation | | Duwnioad & Other Operations |
— Tlevel 0| [Weat Lovel | [FaRURtIag]

msalk eev

Migrate into Database.
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